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ABSTRACT: (250 OR FEWER WORDS) 
Specifications and requirements for embedded control systems need typically to be modelled at a higher level 
than that of the implementation  for several reasons: (i) specifications and requirements are constantly 
changed/refined at least in the initial design phases; (ii) conflicts/incompatibilities  in the design can be found at 
an earlier stage; (iii) descriptive and notational formalisms are needed so that reliability, performance and quality 
assurance standards are maintained throughout the design development. Several formal methods have been 
developed for this purpose, including the VDM and Z formal languages. Although these languages provide formal 
semantics that allow in principle the proof and verification of the properties of the model, they are difficult to use 
in practice as they require extreme formalism. In this project, we propose  (i) to develop a supporting tool that can 
translate requirements specified in a more natural language to the formal input required by a theorem prover; (ii) 
to investigate the capabilities a specific publicly available theorem prover (Z3 of Microsoft Research)  to 
verify/check for consistency the given requirements;  (iii) to develop a new Binary Decision diagram (BDD) 
based approach to handle incrementally new requirements as they are  dynamically developed in the design 
modeling process of digital embedded control systems, and (iv) compare the performance of the incremental 
approach to the static approach. 
 
PROBLEM: 
Formal design specification methods like the VDM  formal language allow in principle the proof and verification 
of the properties of the design model, but existing tools for automatic proof do not provide a “natural” way for 
engineers to specify their requirements in practice and/or are not addressing the specific needs of digital 
embedded control systems, like the incremental addition/revision of requirements. 
 
RATIONALE: 
In an ideal world, requirements should not have to be so strictly described but they should always be strictly 
checked. To help bridge this gap, we propose to develop a tool that can translate from a “semi-formal” description 
of requirements to the extremely formal description that a theorem prover/solver needs. In addition, the 
requirements are constantly changed/revised during project development. Therefore, the benefits of an 
incremental approach over the standard approach of checking all requirements again from scratch is worth 
investigating. 
 
APPROACH: 
 
Part1: Translation from Natural Language. 
 
Consider the following semi-formal way of describing requirements for an example power system monitor: 
 
R1: [Average Main Frequency] shall be an average of the last 3 readings of [In XMS Frequency]. 
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R2:   [Main Power OverFrequency Condition] shall be set TRUE when [Average Main Frequency] is greater than 
125Hz else it is set to FALSE. 
 
R3:   [Main Power OverFrequency Fault]  shall be set TRUE when [Main Power OverFrequency Condition] is set 
to TRUE for 1 Second  else it is set to FALSE. 
 
R4:  [Monitor Fault] shall be set TRUE when any of the following exist else it is set to FALSE: 

[UnderFequency Fault] is set to TRUE. 
[OverFequency Fault] is set to TRUE. 
[OverCurrent Fault] is set to TRUE. 
[UnderVoltage Fault] is set to TRUE. 
[OverVoltage Fault] is set to TRUE. 

 
R5:   [Out XRM Close] shall be set TRUE when all of the following exist: 
           [Good Power] is set to TRUE. 
           [In XPOS] is set to FALSE. 

[Monitor Fault] is set to FALSE. 
 

We propose to take such a rather “natural” description (i.,e., not extremely formal as, for example, in the case of 
the VDM language) and transform it into something  more formal like the following: 
 
  R1: = _AverageMainFrequency_ = ( _InXMSFrequency_(t)_  + _InXMSFrequency_(t-1)_ + 
_InXMSFrequency_(t-2)_ ) / 3 
 
 R2: = _MainPowerOverFrequencyCondition_ = ( _AverageMainFrequency_  > 125 Hz  ) 
 
 R3: = _MainPowerOverFrequencyFault_ = ( _MainPowerOverFrequencyCondition_ AND ( 
_DURATION_MainPowerOverFrequencyCondition_ = 1 Sec ) ) 
 
R4: = _MonitorFault_ = _UnderFequencyFault_  OR _OverFequencyFault_  OR _OverCurrentFault_  OR 
_UnderVoltageFault_  OR _OverVoltageFault_ 
 
 R5: = _OutXRMClose_ = _GoodPower_  AND  ~_InXPOS_ ~  AND  ~_MonitorFault_ 
 
Such a format as the above which is more mathematically formal can then be used to further translate into the 
format required by a specific solver (such as Z3). 
 
A tool for the translation from a natural language-like description such as the above has to tackle several points, 
such as: 
 
(1) Extract variables,;  (2) Check for variable naming inconsistencies (3) Handle the type and values of variables 
(logical or arithmetic); (4) Recognize “any” and “all” requirements; (5) Handle the occurrence of composite 
operations like “average”; (6) Handle timing durations (such as “TRUE for 1 Sec”). 
 
Part 2: Incermental Checker 
 
For the incremental checker we propose the following (consult Fig. 1): 
 
 
 
 



 
 
Fig.1: Incremental Approach 
 
Assume that a set Group1 of requirements has already been checked by a solver like the SMT (Satisfiability 
Modulo Theories) solver Z3. If a new set Group2 of requirements comes, then we want to investigate  if it is 
preferable to check via Z3 all the requirements in Group1 and Group2 as a whole, or to check the requirements in 
Group2 only, store the current solutions of Group2 (and Group1) via Binary Decision Diagrams (BDDs) and then 
check the resulting BDDs for consistency. 
 
NOVELTY: 
We propose a tool that can translate from a “semi-formal” description of requirements to the complete formal 
description that a theorem prover/solver (specifically Z3) needs.  We also investigate  the incremental approach in 
requirements checking. 
POTENTIAL BENEFITS TO INDUSTRY MEMBERS: 
Formal design specification is much in demand and the present study will provide additional insight in the 
automatic verification process. 
 
DELIVERABLES: 
The deliverables for this project are as follows: 

1. A tool  for translation of  requirements form natural-language to formal specification. 
2. Application of Z3 and investigation of its capabilities on  industrial case studies.  
3. Investigation of the incremental approach in requirements checking. 

 
TIMELINE/MILESTONES: (PER QUARTER) 
The timeline for the first four quarters of this project is as follows: 

Quarters 1 and 2: Translation tool.  
Quarters 3 and 4: Implementation and investigation of the incremental approach.  
 

TECHNOLOGY TRANSFER: 
Technology transfer will be performed in the form of comprehensive reports and code. 
 
BUDGET:  
Funds in the amount of $35,000 are requested for: 

1. Support of two graduate students, PI salaries. 
2. Travel to Industrial Advisory Board (IAB) meetings and member company locations for in-person 

meetings as required 
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Abstract: Specifications and requirements for embedded control systems need typically to be modeled at a higher level 
than that of the implementation  for several reasons: (i) specifications and requirements are constantly changed/refined 
at least in the initial design phases; (ii) conflicts/incompatibilities  in the design can be found at an earlier stage; (iii) 
descriptive and notational formalisms are needed so that reliability, performance and quality assurance standards are 
maintained throughout the design development. Several formal methods have been developed for this purpose, 
including the VDM and Z formal languages. Although these languages provide formal semantics that allow in principle 
the proof and verification of the properties of the model, they are difficult to use in practice as they require extreme 
formalism. In this project, we propose  (i) to develop a supporting tool that can translate requirements specified in a 
more natural language to the formal input required by a theorem prover; (ii) to investigate the capabilities a specific 
publicly available theorem prover (Z3 of Microsoft Research)  to verify/check for consistency the given requirements;  
(iii) to develop a new Binary Decision diagram (BDD) based approach to handle incrementally new requirements as they 
are  dynamically developed in the design modeling process of digital embedded control systems, and (iv) compare the 
performance of the incremental approach to the static approach. 

Problem: Formal design specification methods like the VDM  formal language allow in principle the proof and 
verification of the properties of the design model, but existing tools for automatic proof do not provide a “natural” way 
for engineers to specify their requirements in practice and/or are not addressing the specific needs of digital embedded 
control systems, like the incremental addition/revision of requirements. 
Rationale / Approach: we propose to develop a tool that can translate from a “semi-formal” description of 
requirements to the extremely formal description that a theorem prover/solver needs. In addition, the requirements 
are constantly changed/revised during project development. Therefore, the benefits of an incremental approach over 
the standard approach of checking all requirements again from scratch is worth investigating. 

Novelty: We propose a tool that can translate from a “semi-formal” description of requirements to the extremely 
formal description that a theorem prover/solver (specifically Z3) needs.  We  also investigate  the incremental approach 
in requirements checking. 

Potential Member Company Benefits: Formal design specification is much in demand and the present study will 
provide additional insight in the automatic verification process. 

Deliverables for the proposed year: The deliverables for this project ar: (1)  tool  for translation of  requirements form 
natural-language to formal specification. (2) Application of Z3 and investigation of its capabilities on an industrial case 
studies. (3) Investigation of the incremental approach in requirements checking 

Milestones for the proposed year: Quarters 1 and 2: Translation tool. Quarters 3 and 4: Implementation and 
investigation of the incremental approach. 

Progress to Date: THIS SECTION TO BE UPDATED IN JANUARY 

Estimated Start Date:  08/15/2016 Estimated Knowledge Transfer Date: 08/31/2017 
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