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ABSTRACT: (250 OR FEWER WORDS) 

Today’s prevalent solutions for modern multi-agent systems employ many processing inter-connected units leaving 
behind complex centralized approaches. Especially in modern automotive systems where high numbers of 
electronic components are employed. Navigation, car security, infotainment, travel information etc. are services 
highly depended on modern computing systems. In this proposed project, we couple the concept of multi-agent 
systems with run-time resource management techniques in order to develop a distributed framework for run-time 
management of multi-agent systems. The goal is to study already existing techniques, develop new solutions and 
implement them based on automotive constraints. The proposed framework will be based on the idea of local 
hypervisors and distributed agents in order to provide self-management functions while keeping system 
requirements. 
 
PROBLEM: 

A multi-agent system is a network of dynamic nodes, with self-configuring and self-adaptive capabilities, that 
interact either physically or virtually with the real world. Projections say that by the year 2020 16 billion dynamic-
networked devices will be deployed, and interact with the real world simultaneously generating huge quantities of 
data. However, the growing complexity of these systems, due to the high number of interconnected components 
and complex interactions among devices, will be unmanageable, and will obstruct the development of new services 
and applications. 
 
Distributed run-time management has been revealed as a key challenge to modern multi-agent systems and it has 
become prominent due to system’s dynamicity as resources can be added or removed from such environments at 
any time. Traditional approaches limit scalability due to bottlenecks appeared from processing and communication 
functions, especially in environments that require frequent configuration changes for a big amount of agents. In this 
project, a framework for distributed run-time management of multi-agent systems is proposed. 
 
RATIONALE: 

 
A modern vehicle is considered as a complex multi-agent system due to the high numbers of electronic components 
employed. In modern automotive environments, one or many embedded electronic control units (ECU) are 
customized both on software and hardware having fixed functionality, each handling pre-specified inputs and 
services. Navigation, car security, infotainment, travel information, cruise control etc. are some examples of the 
services highly depended on ECUs. Having, however, multiple ECUs with different non-transferable functions 
results in a highly failure-susceptible system with unpredictable results and once a vehicle leaves the factory, it is 
very difficult to apply updates in order to correct or improve specifications (fuel economy, cruise control sensitivity 
etc.). This is pronounced with the scalability of the interconnected components and the increased complexity in 
their interactions. Software errors, aging, security, legacy software, and increased performance requirements add to 
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the complexity in maintaining a reliable real-time system. Taking into account all the aforementioned characteristics 
and the specific automotive requirements such as power consumption, heat dissipation, processor and memory 
utilization, distributed resource management rises as the solution to these problems. 
 
From navigation services to a “mobile” office, a modern smart-car system should be able to integrate and support 
also all user-end devices in an automatic and dynamic way. Thus, distributed run-time management and distributed 
ECUs prevail as the key technologies in order to address efficiently all the aforementioned issues. Especially 
nowadays that integrated multi-agent technologies software components are no longer bound to specific hardware 
and they can be executed on various embedded units supporting run-time service migration as well. Each embedded 
ECU can act as a run-time replacement for other ECUs resulting in lower susceptibility to failure.  
 
 
APPROACH: 

In this proposed project, we couple the concept of multi-agent systems with run-time resource management 
techniques in order to develop a distributed framework for runt-time management of multi-agent systems. The 
proposed framework will be based on the idea of local hypervisors and distributed agents in order to provide self-
management functions while keeping system requirements. For example, some of the framework’s distributed 
functionalities can include dynamic resource mapping task and management, error management, service migration 
etc. Certain requirements of the automotive field regarding power consumption, heat dissipation, processor and 
memory utilization will also be taken into consideration.  
 
The goal of the presented framework is to adapt 
and evolve techniques for distributed run-time 
resource management coming from the many-
core computing domain [6][7]. An overview of 
the proposed framework is depicted in Figure 1. 
Hypervisor is the one responsible for setting up 
the network and for handling all the unoccupied 
agents while applying application mapping 
techniques. Once a new application arrives on the 
system, the hypervisor should find available 
agents for serving the application. The criteria for 
dispatching the application will be based on 
certain use case requirements (workload, power 
consumption, temperature etc). Also, each agent 
should check for errors and apply self-
optimization techniques offering self-
management functionality to the whole system. Furthermore, constant monitoring mechanisms along with decision 
making techniques will make sure that system’s requirements will be met. For example, whenever an agent executes 
tasks for a long period of time, it will be a candidate for being unoccupied for some period in order to reduce overall 
heat dissipation. Thus, according to the task and load distribution a “heat map” can be generated and the next task 
mapping should be based on power-aware criteria or a task-migration event will take place. The proposed 
framework will mostly focus on the run-time resource management and the distribution of the functionalities. The 
proposed framework will also support heterogeneous components. For example, hypervisors will be able to run 
complex software tasks (e.g. meta-operating system) while other agents will be just actuators executing simple tasks 
(e.g. sensors).  
 
Regarding distributed run-time application mapping, state-of-art algorithms follow a divide and conquer model [6] 
or a role-base model as the one proposed in the project [7]. It has been shown that these algorithms can produce 
great results for distributed environments. Regarding the self-management process the emphasis is not on manual 
configuration of components, but rather on inbuilt learning and discovery capabilities [8][5]. Thus, a control-
theoretic approach for automatic control is receiving increasing attention [9] having many characteristics which 
make it suitable for adoption within a distributed multi-agent system.  

 

R
equirem

ents

N
od

e 
di

sc
ov

er
y

R
es

ou
rc

e 
m

ap
pi

ng

Hypervisor

Agent
triggered

Agent
triggered

New 
Agent

Machine to 
machine

Agent
triggered

New 
Agent

Power
consumption

CPU-memory
utilization

Heat 
dissipation

Self-optim
ization

Monitoring

Agent run-time 
reconfiguration

Decision
making



NOVELTY: 

Run-time resource management and application mapping, is well recognized as an important challenge for modern 
systems [1][2]  in general. The answer to complex multi-agent systems prevails in the autonomic computing 
paradigm which advocates self-adaptation [3][4]. Adaptation can be further split in self-optimization, self-healing 
and self-protection [5]. Last, power-aware mapping techniques [10] and power-aware memory managers [11] have 
greatly contributed in the overall heat dissipation and performance improvement. 
 
The novelty of the proposed framework is threefold: (i) It integrates run-time services for multi-agent systems in a 
distributed way; (ii) it takes into consideration system requirements and (iii) the functionality of the system is self-
managed. 
 
POTENTIAL BENEFITS TO INDUSTRY MEMBERS: 

The developed framework for distributed run-time management for multi-agent systems will be useful in many 
situations for the member companies. Firstly, new techniques regarding specific requirements such as power 
consumption and memory utilization will be evaluated. Also, the concept of multi-agent systems in modern 
automotive environment will be integrated and tested. Last, improvements and new solutions for self-management 
following the trends of a smart-car will be suggested. 
 
DELIVERABLES: 

The proposed project deliverables will be as follows: 
1. Comprehensive report on the developed framework including details about the implemented algorithms 

and techniques. The report will also include the results regarding application and system requirements. 
2. A demo with interconnected physical boards (e.g. beagleboard, raspberry pi over ethernet) of a simple 

scenario: Couple of nodes acting as actuators communicating with the hypervisor while executing the 
developed techniques.  

 
TIMELINE/MILESTONES: (PER QUARTER) 

1. Quarter 1: Study of existing techniques and selection of the appropriate methodologies-algorithms 
2. Quarter 2: Define architecture and hardware specifications for hypervisor and agents. 
3. Quarter 3: Development of the aforementioned framework. First ideas about demo functionality 
4. Quarter 4: Finalize development, demo and report. 
 
TECHNOLOGY TRANSFER: 

Technology transfer will be performed in the form of comprehensive reports regarding power-aware memory 
management techniques and distributed self-management techniques for multi-agent systems. 
BUDGET:  

The requested budget is $50,000. The budget will cover travel expenses for meetings, acquisition of necessary 
equipment and salaries (PI and participating graduate students under the supervision of the PI). 
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Abstract: Today’s prevalent solutions for modern multi-agent systems employ many processing inter-connected units 
leaving behind complex centralized approaches. Especially in modern automotive systems where high numbers of 
electronic components are employed. Navigation, car security, infotainment, travel information etc. are services highly 
depended on modern computing systems. In this proposed project, we couple the concept of multi-agent systems with 
run-time resource management techniques in order to develop a distributed framework for run-time management of 
multi-agent systems. The goal is to study already existing techniques, develop new solutions and implement them based 
on automotive constraints. The proposed framework will be based on the idea of local hypervisors and distributed agents 
in order to provide self-management functions while keeping system requirements. 
Problem: The growing complexity of multi-agent systems, due to the high number of interconnected components and 
complex interactions among devices, will be unmanageable, and will obstruct the development of new services and 
applications. Distributed run-time management has been revealed as a key challenge to modern multi-agent systems and 
it has become prominent due to system’s dynamicity as resources can be added or removed from such environments at 
any time. 
Rationale / Approach: A modern vehicle is considered as a complex multi-agent system due to the high numbers of 
electronic components employed. In modern automotive environments, one or many embedded electronic control units 
(ECU) are customized both on software and hardware having fixed functionality, each handling pre-specified inputs and 
services. Navigation, car security, infotainment, travel information, cruise control etc. are some examples of the services 
highly depended on ECUs. Thus, distributed run-time management and distributed ECUs prevail as the key technologies 
in order to address efficiently all problems generated by system's complexity. In this proposed project, we couple the 
concept of multi-agent systems with run-time resource management techniques in order to develop a distributed 
framework for runt-time management of multi-agent systems. The proposed framework will be based on the idea of local 
hypervisors and distributed agents in order to provide self-management functions while keeping system requirements. 

Novelty: The novelty of the proposed framework will be threefold: (i) It will integrate run-time services for multi-agent 
systems in a distributed way; (ii) it will meet system requirements and (iii) it will provide a self-management functionality 
in the system. 
Potential Member Company Benefits: The developed framework for distributed run-time management for multi-agent 
systems will be useful in many situations for the member companies. Firstly, new techniques regarding specific 
requirements such as power consumption and memory utilization will be evaluated. Also, the concept of multi-agent 
systems in modern automotive environment will be integrated and tested. Last, improvements and new solutions for self-
management following the trends of a smart-car will be suggested. 
Deliverables for the proposed year: I) Comprehensive report on the developed framework, II) Demo, with interconnected 
physical boards (e.g. beagleboard, raspberry pi over ethernet) of a simple scenario. 

Milestones for the proposed year:  
Quarter 1: Study of existing techniques and selection of the appropriate methodologies-algorithms 
Quarter 2: Define architecture and hardware specifications for hypervisor and agents. 
Quarter 3: Development of the aforementioned framework. First ideas about demo functionality 
Quarter 4: Finalize development, demo and report. 

Progress to Date:  

Estimated Start Date:  08/16/2015 Estimated Knowledge Transfer Date: 08/31/2016 

 


